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• Natural Language based digital Spiking Neural Network chip design 
(a.k.a LLM assisted Verilog generation)
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06/22/2024 DCgAA 2024: International Workshop on DL-Hardware Co-Design for Generative AI Acceleration 1



2023: The Year of Generative-AI: 
Large Language Models and Stable Diffusion

A 1923 comic for New York World by 
cartoonist H. T. Webster (1885-1952) ChatGPT 4, March 2024
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65 years of chips technology
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Jack Kilby, Texas 
Instruments, 
Phase Shift 
Oscillator (1958)

Robert Noyce, 
Fairchild/Intel
Integrated Circuit 
(1959)

Google Doodle 
December 12, 2011

NVIDIA GB200 Grace 
Blackwell Superchip

(2024) 

36 x GB200--- > GB200-NVL72

Feature size: mm 
Feature size: nm

1 mm = 1000000 nm



Image generated by ChatGPT 4.o

Global ASIC Market [ USD Billion] [1]
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[1] “Application specific integrated circuit market full report,” market.us,
accessed: 3 June 2024. [Online].
Available: https://market.us/report/application-specific-integrated-circuit-market.

ASIC

ASICs – Application Specific Integrated Circuits
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Challenges in Hardware Design
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Chip

Concept
or Idea Designing, verifying, and fabricating a chip is a complex and expensive 

process, often spanning several years and costing hundreds of millions of 
dollars.

Various expertise required:
• System Engineers
• Analog/Digital Engineers
• Layout Engineers
• Test & Verification Engineers
• Fabrication Teams

Human Resources • Long design and verification times
• Fabrication times

Time Resources

Physical Resources

• Expensive Fabrication equipment 
• Testing devices
• Software tools

Physical Resources

Challenge: meeting the increasing demand for ASICs maintaining high 
levels of reliability and keeping costs low.

Natural Language for Architecture Exploration, Design and Verification



Design Methodology for Managing Complexity of Computational Systems

Carver Mead (May 1, 1934 - )

2022 Kyoto Prize in Advanced Technology 
(https://www.kyotoprize.org/en/2022/)

Lynn Ann Conway (January 2, 1938 – June 9, 2024)

2023 induction to the National Inventors Hall of Fame 
https://www.invent.org/inductees/lynn-conway

1980
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1989

https://www.kyotoprize.org/en/2022/
https://www.invent.org/inductees/lynn-conway


Moore’s Law, CAD Tools and Foundry Services

Electronics, Volume 38, Number 8, April 19, 1965 MOSIS Foundry

Advances in technology create advances in computers and  CAD tools 
that in turn accelerate advances in technology 
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Siemens EDA software

University EDA Tools
MAGIC, RSIM



Neuromorphic Electronic Systems
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Early 90s

Nowak, R., & Andreou, A. G.,  A chip you can talk to, Johns Hopkins Magazine, 30–38, December 1990. 

CAD environment: Magic, IRSIM, SPICE 

Pentium Pro, 0.5um, 
5.5 M xtors
150 MHz, FSB: 
66MHz, 3.3 Volts
on package 256KB L2 
cache, 3.3V 35W, 
64 MB RAM, 5GB HD

DEC Alpha 21064A, 
0.5um, , 2.85 M xtors
200 MHz, 256KB 
Bcache, 3.3 V, 30W, 
64MB RAM, 5GB HD

Compute environment: 

K. A. Boahen and A. G. Andreou, “A Contrast 
Sensitive Silicon Retina with Reciprocal 
Synapses,”Neural Information Processing Systems 
3, 1990, vol. 4, pp. 764–772.
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WAM Chip: Neuronmorphic processor In Memory (PIM), Compute In 
Memory (CIM), In Memory Computing (IMC)
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exploiting problem statistics!
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Neural AI accelerators for Edge

SpiNNaker2  172 M4 FP cores
DNN accelerators

C. Mayr, S. Hoeppner, and S. Furber, 
“SpiNNaker 2: 

http://arxiv.org/abs/1911.02385

D. R. Mendat, A.G. Andreou et al., 
“A RISC-V Neuromorphic Micro-

Controller Unit (vMCU) with 
Event-Based Physical Interface 

and Computational Memory for 
Low-Latency Machine Perception 
and Intelligence at the Edge,” in 

ISCAS-2023.

J. L. Molin and A. G. 
Andreou et.al., 
“Edge Super 
Compute (ESC) 2.0 
A Low Power System-
on-Chip AI 
Accelerator for the 
Edge,” in Proceedings 
GOMACTech-2024, 
20 March 2024.

~ 5MiBit /sq. mm 
4T SRAM

A. Garofalo, M. Rusci, F. Conti, D. Rossi, and 
L. Benini, “PULP-NN: accelerating quantized 
neural networks on parallel ultra-low-
power RISC-V processors.,” Phil Trans A vol. 
378, no. 2164, p. 20190155, Feb. 2020

GAP-8
GAP-9
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Today: AI/ML in embodied systems at the EDGE and 3rd Wave of AI

Learning

Environment

Knowledge
Information

Contextual Model
Physical Reality

Signals to Symbols

Perception

World to Signals

Sensing
Actions to World

Behaving

Information to Action

Reasoning

Abstraction

A.I. 
Machine

Model based systems with composability to 
drive and explain decisions as well as 

adaptation that is grounded in physical reality.

Neuromorphic Cognitive 
Computing
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AI Makes Neuromorphic AI chips (2023– 

Spiking Neural Networks (SNNs) designed with LLMs – ChatGPT
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BRAINS BRAINWAY

Parallel Processing Under 
Physical Constraints (Delay, Energy, Variability)

Nano 
and 3D

Spike based 
Processing
EPSP/IPSPc

Event Based 
Information 
Processing 
expoiting 
stochasticity 

Multiprocessor 
Architecture

Mixed Mode 
Charge Based 
Circuits

Algorithms
Architecture 

and 
Representation

Physical 
Implementation

Computational 
Theory

Tezzaron Semiconductor Corporation

Attractor 
Dynamics and 

Network 
Computation 

Fine-Grained 
Parallelism

Brain 
Architectonics

Learning – Adaptation – Self-organization

Canonical 
Microcircuits

Laminar 
and 

Columnar 
3D Organization

Cassidy, A. S., 
Georgiou, J., & 
Andreou, A. G. (2013). 
Design of silicon brains 
in the nano-CMOS era: 
spiking neurons, 
learning synapses and 
neural architecture 
optimization. Neural 
Networks, 45, 4–26. 
http://doi.org/10.1016/j.
neunet.2013.05.011
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Example 1: Spiking Neural Network

Hello, could you
       please provide me a 

Verilog module describing 
Spiking Neeural Network 

Is it even possible?

Topic Search Results from Github



The Neuron: Prompt| Prompt
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Neuron Verilog Code
| Results

Missing reg declaration for spike
(used as a reg on line 32)

Output reg spike is multiply driven
Overflow is not handled 

Underflow is not handled

Syntax Errors Logic Errors
Valid code, functionally 

incorrect
Invalid code
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Membrane potential
code snippet

Overflow Error

Should be set to 0 
when overflow occurs

Underflow Error

0 current results in the 
membrane potential rolling over!
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Neuron Verilog Code - Analysis



Fixing the errors using Natural Language (I)

✓
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✓
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Fixing the errors using Natural Language (II)



✓
Once the next value would 

exceed the threshold, it gets 
reset to 0
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Fixing the errors using Natural Language (III)



Previous Output New Output

If membrane_potential = 0, the else 
clause will never execute! 
membrane_potential gets stuck at 0
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Arithmetic Problem -Underflow Issue (I)



Tries to use a temp variable for 
overflow protection

Compares threshold with upper 8 bits of 
temp_potential??

Checks msb to detect underflow, reg is 
not declared as signed Increments are 

distorted due to bit 
select errors

Potential gets stuck at 
an intermediate value
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Arithmetic Problem -Underflow Issue (II)



Overflow problem 
reintroduced

Underflow gets 
handled correctly
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Arithmetic Problem -Underflow Issue (III)



✓

Overflow detection

Takes an extra cycle due 
to clamping, but overflow 

is handled

Underflow is handled, no 
rollover occurs
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Arithmetic Problem -Underflow Issue Solved!



Making the Neuron Programmable

Internal parameters 
converted to ports for 

programmability

✓
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Building the rest of the system
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Physical Layout and submission to fabrication
• Fully LLM written SPI programmable Spiking 

Neuron Array
• Generated verilog verified with functional 

simulation
• Design was submitted on Tiny Tapeout 5 using 

an open source RTL-> GDS flow
• 33% Density in a 320um x 200um tile
• All code, scripts, and ChatGPT transcripts are 

available on Github

Layout for LLM Spiking Neuron Array

• One of the first fully AI described ASICs
• Not an easy process, but a fully Natural 

Language -> Verilog flow is possible with 
extensive manual (human) verification 
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Spiking Neural Network chip: -Telluride Workshop on Neuromorphic Engineering, July, 2023, 
ChatGPT 4, Efabless Tiny Tapeout 5, 4 November 2023, Chips and boards back June 2024 –now-
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Recurrent Spiking Neural Network

Hello, could you
       please provide me a Verilog 

module describing a   
  Recurrent Spiking Neural
        Network and a Test
          Bench to test it?

Recurrent Spiking Neural Network chip: -2024 Andreou Lab, 
ChatGPT 4, April-May 2024, Efabless Tiny Tapeout 6,  15 May 2024
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Recurrent Neural Network Results
• Fully LLM written SPI programmable 

Recurrent Spiking Neuron Array.
• Test-benches generated by ChatGPT
• Generated Verilog verified with functional 

simulation and mapping into an FPGA.
• Network parameters trained and tested 

for XOR and IRIS classification task
• Chip design submitted on Efabless Tiny 

Tapeout 6 using an open source RTL-> 
GDS flow

• All code, scripts, and ChatGPT transcripts 
are available on Github
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Generative AI acceleration: Neuromorphic 
Computational Memory Systems for Accelerating LLMs

The role of memory architecture in AI and 
the challenge of a 10 GiBits per square mm 
computational memory for Generative AI 



2.5D and 3D Integration impact in AI Systems
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3D Memory in 2.5D GPU design
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Why 3D?
Everspin 

Embedded MRAM
IBM 14nm  FinFET
Embedded DRAM

Tezzaron Semiconductor Corporation

Tezzaron TSVs

M.A Marwick and A.G. Andreou, “Retinomorphic system design in  three dimensional SOI-CMOS,” 2006  IEEE International Symposium on Circuits and Systems.
A. S. Cassidy and A. G. Andreou, “Beyond Amdahl's Law: an objective function that links multiprocessor performance gains to delay and energy,” IEEE Trans Comput, vol. 
61, no. 8, pp. 1110–1126, Aug. 2012.

Micron 232L Flash

6 Planes ”columns”
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Concluding Remarks
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• Results from ”vanilla” LLMs for Natural Language to 
Verilog generation promising -OpenAI ChatGPT 4-

• Hierarchical and modular conception of the design by 
human is necessary

• Reduce design time 
• Reduce time for documentation of design
• “Aligning” LLMs for HDL generation
• Opportunity: LLMs for end to end A2C- Application to 

Chip – for example Efabless KWS challenge.
• How about LLM assisted analog design?



Telluride Neuromorphic Engineering Workshop

30th year anniversary: 
Join for 3 weeks of fun @ 9000 feet
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Variations  of our team picture generated by Dall-E

https://andreoulab.net
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